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Adding virtual information that is indistinguishable from reality has been a long-awaited goal in Aug-
mented Reality (AR). While already demonstrated in the 1960s, only recently have Optical See-Through
Head-Mounted Displays (OST-HMDs) seen a reemergence, partially thanks to large investments from in-
dustry, and are now considered to be the ultimate hardware for augmenting our visual perception. In this
article, we provide a thorough review of state-of-the-art OST-HMD-related techniques that are relevant to
realize the aim of an AR interface almost indistinguishable from reality. In this work, we have an initial look
at human perception to define requirements and goals for implementing such an interface. We follow up by
identifying three key challenges for building an OST-HMD-based AR interface that is indistinguishable from
reality: spatial realism, temporal realism, and visual realism. We discuss existing works that aim to overcome
these challenges while also reflecting against the goal set by human perception. Finally, we give an outlook
into promising research directions and expectations for the years to come.
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1 INTRODUCTION

Providing users with additional information generated by computer systems is essential to many
research fields in human-computer interaction (HCI). The fields of mixed realities (MR) and
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augmented realities (AR) particularly emphasise this idea of integrating virtual and real infor-
mation in a single common space called a mixed or augmented reality [7, 124].

For some applications, the visual coherence of this integration in a common space (e.g., for
displaying mostly context-based textual information or notifications) is not important; for many
applications of MR and AR, however, it is key to integrate virtual information so it closely resem-
bles reality in its appearance, making it visually indistinguishable. Examples include applications
that try to trick the brain for therapeutic reasons (e.g., stroke rehabilitation [143] and phobia treat-
ment [73]), architectural AR applications, and computer games. For all these applications, virtual
and real information must be difficult to distinguish—a system must make the physical environ-
ment and the superimposed information visually coherent. Coherence, as a general aim, also often
applies to other modalities used in AR (e.g., for audio augmentations [102] and haptic augmen-
tations [70]). In this work, however, we focus on the coherence of visual AR as one of the most
explored research directions, particularly the technical difficulties of achieving this visual coher-
ence in optical see-through head-mounted displays (OST-HMDs).

1.1 Motivation and Contribution

Azuma gave three criteria for his widely used definition of AR: combining the virtual and real,
being registered in 3D (with six degrees of freedom (DoF)), and being interactive in real time [7].
However, these criteria do not automatically lead to an AR experience, where the real and vir-
tual become indistinguishable; they depend on the technical approach taken to creating an AR
experience [25, 96].

One such technical approach is video see-through augmented reality (VST), which is based
on the concept of seeing the world through cameras. Typical examples are mobile phone-based AR
systems [101] and video see-through head-mounted displays (VST-HMD), which add external
cameras to closed HMDs typically used in virtual reality (VR) [149] (Figure 1, left). When using
video see-through AR displays, the user never directly sees the physical world but only sees it as
represented in the camera feed. This has inherent practical issues, as it decouples the user from
reality, and social issues, such as disabling mutual eye contact. The advantage, however, is that
creating a visually coherent representation is easier, because the information is visually merged
in camera-image space [25, 87].

Besides video see-through AR, research has also investigated the use of projectors to directly
augment the real environment with virtual information, which is commonly referred to as spatial

augmented reality or projection mapping [14, 48]. To achieve a realistic, visually coherent augmen-
tation, spatial AR usually depends on geometrically and radiometrically aligning projectors and
their surroundings [13, 14, 48].

Finally, an AR experience can also be created using optical see-through displays. In fact, the
first approach demonstrating an AR display was an optical see-through display [162]. Optical
see-through displays are semi-transparent displays in the user’s view. These semi-transparent
displays can be used to superimpose computer-generated graphics on the user’s view (Figure 1,
right). Common examples are head-up displays (HUDs) [35] and OST-HMD. While the original
idea dates to the 1960s [162], optical see-through displays—and OST-HMDs in particular—have
recently received more attention from industry and research. In comparison to VST-HMDs, opti-
cal see-through displays are closer to resembling normal glasses, which allow us to see the real
environment at its highest fidelity (e.g., unaffected by technical limitations), making them more
applicable to many scenarios. Unfortunately, building a convincing, visually coherent AR experi-
ence with OST-HMDs is generally considered more challenging.

This work gives an overview of the state-of-the-art techniques that allow realistic represen-
tations in OST-HMDs. We identify challenges in three key areas in particular: spatial realism,
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Fig. 1. Comparison of VST and OST displays under a typical scenario of marker-based AR.

temporal realism, and visual realism. The contributions of this article are (a) identifying key chal-
lenges to providing visually indistinguishable augmentations, (b) clearly analysing the require-
ments for each key area to fulfil the goal of indistinguishability, (c) reviewing the current solutions
for the identified key areas, and finally (d) discussing promising research directions and key future
techniques.

1.2 Background

There are several reviews and taxonomies on AR, but they do not focus on OST-HMDs and their
issues. More specific works cover topics presented here. Kruijff et al. and Collins et al. discuss
perceptional challenges for AR [25, 96], the latter particularly for HMDs. Both focus on issues,
however, not solutions or the current state of the technology.

Besides several papers that introduce HMD technologies common in AR and MR [78, 80, 81,
90, 93], some review papers and books have focused on OST-HMD but mainly on their optical
design [18, 50, 90, 93, 94, 147, 151]. Some works go further to discuss display units or virtual image
creation [50, 90, 147], how occlusions can be achieved in optical see-through systems [82], or how
HMDs are commonly tracked and interacted with [90]. However, these do not cover important
issues, such as geometric image distortion, latency, and colour representation, and most do not
cover issues such as accommodation, focus problems, and spatial consistency. Finally, nearly all of
these works miss the last 5–10 years of scientific progress apart from recent optical designs.

Research suggests that even a low-fidelity display can create a convincing AR experience and
that high visual fidelity, which was an aim for most of the work presented in this article, is not
necessary [37, 144, 145]. Fischer et al. and Regenbrecht et al. achieved this by simplifying the
appearance of the physical world; in contrast, we propose matching the visual fidelity of the real
world.

2 OPTICAL SEE-THROUGH HEAD-MOUNTED DISPLAYS

The history of HMDs originated in the 19th century. In 1838, Wheatstone developed the stere-
oscope [170], a device that realises so-called stereograms by providing parallax images for both
eyes, evoking a sensation of depth. A latent patent from the 1940s describes a version that displays
artificially generated images [164]; many similar systems are described later. The first approach
to demonstrate AR was the “Sword of Damocles” HMD (sometimes also referred to as the “ulti-
mate display”) by Ivan Sutherland [162]. This HMD was the first to use the concept now referred
to as optical see-through. The key idea was to use optical elements—in their case, half-silvered
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Fig. 2. (Left) The Sword of Damocles [162]. (Right) The Sword of Damocles exhibited at the Computer History
Museum, Mountain View (photo taken by the authors at the Computer History Museum, CA).

Fig. 3. Schematic overview of different optical designs used in existing OST-HMDs. Top row: commercial
OST-HMDs. Bottom row: research prototypes. (a) Half mirror. (b) Birdbath combiner. (c) Free-form prism.
(d) Waveguide [95] with a coated curved mirror, a wedge-shaped mirror array, cascaded mirrors or holo-
graphic/diffractive optical elements. (e) Retinal scanning. (f) Light-field OST-HMD with multiple liquid crys-
tal display (LCD) layers (e.g., Reference [117]). (g) Light-field OST-HMD with microlens arrays (e.g., Reference
[177]). (h) Pinlight display [119]. (i) 3D holographic display.

mirrors—installed in the optical path of the user’s eye to partially reflect a computer-generated
image shown on a small cathode-ray tube (CRT) (Figure 2). The user can still see the environ-
ment through the half-silvered mirror, but it is now superimposed (augmented) with the displayed
image. Since then, many new prototypes have been demonstrated, but most are still based on this
initial concept, even the optical design (Figure 3).

Simple half-mirror designs (Figure 3(a)) have a tradeoff between the form factor and the size of
the volume where an eye can see an AR image (the eyebox). Birdbath optics is another common
optical design (Figure 3(b)) that combines a curved mirror lens to achieve a larger field of view

(FoV), yet the optics have an essential issue in light efficiency, since the optical path goes through
half mirrors multiple times and the design tends to be larger.
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Fig. 4. Schematic drawing of a cross-section of the human eye as viewed from the top of the head. The
drawing is inspired by Reference [113]. (a) Pupil. (b) Lens. (c) Cornea. (d) Retina. (e) Optic nerve. (f) Macula.

Newer prototypes, however, replaced half-silvered mirrors with other optical elements that re-
flect a displayed image into a user’s eye while remaining transparent enough so the user can per-
ceive the environment. One such approach is to use optical prisms or free-form optics to achieve
results like those of half-silvered mirrors while allowing the light to enter from different angles,
allowing improved form factors of the final HMD (Figure 3(c)). More recently, researchers have
demonstrated how these free-form optics can even be 3D printed [140]. However, free-form optics
usually require a certain thickness.

This can be reduced by using waveguides to reflect the displayed image into the user’s eyes
(Figure 3(d)). The key idea is to use internal reflection within the waveguide to guide the light
towards the user’s eyes. Different beam-combiner designs exist for waveguide optics. One forms
a free-form mirror surface, such as Epson’s Moverio Series, while others use a series of parallel
mirrors or arrays of mirror layers, such as Lumus’s products. More optically advanced approaches
use a holographic optical element (HOE) as a waveguide and a combiner (Figure 3(d)). HOEs are
holographs that are exposed so light is transmitted or reflected depending on the incoming light’s
frequency. A general issue is that different light frequencies are reflected at different angles, which
must be considered. A laser light source can also be directly projected into the user’s eye. This is
usually a specific laser projector or similar device (Figure 3(e)) and is commonly referred to as a
retinal-projection display or a retinal-scanning display [39].

These standard designs usually have a fixed focal plane on which the virtual image is displayed,
which causes vergence–accommodation conflict, which we address later with possible solutions
that can be grouped as follows: Some designs use multiple stacked LCD layers to create different
focal planes, as in a light-field display (Figure (3(f)), which can also be created using a microlens
array (Figure 3(g)). A pinlight display modifies the design of the light source by placing an array of
point light sources behind an LCD to create a pinhole projection that is always in focus (Figure 3(h)).
In contrast, holographic displays can create a true light-field display without using LCDs to mimic
one (Figure 3(i)).

This is only a rough overview of general approaches to implementing OST-HMDs. In the follow-
ing, we briefly overview the physiological and perceptual factors relevant to designing OST-HMDs
before identifying specific challenges and their current solutions.

3 PHYSIOLOGICAL AND PERCEPTUAL CONSIDERATIONS FOR OST-HMDS

When designing displays and, in particular, to display information indistinguishably from reality,
we must first understand how we normally visually perceive our physical environment. Goldstein

ACM Computing Surveys, Vol. 54, No. 6, Article 120. Publication date: July 2021.



120:6 Y. Itoh et al.

wrote one of the most widely used textbooks on this topic [45], but we only cover the physiological
and perceptual foundations of our human visual system (HVS) and later focus on the properties
and characteristics that define the requirements of OST-HMD design.

3.1 Light and the Human Eye

Visual light (with wavelengths from 390–750 nm) in the form of emitted photons is the basic re-
quirement for visual perception. The HVS begins with the eyes [113] (Figure 4). Light is reflected
from a distal stimulus (the stimulus providing information to the receiver) to the human eye. Once
the light reaches the eye, it enters through the pupil (Figure 4(a)) and is focused onto the retina
(Figure 4(d)) at the back of the eye by the cornea (Figure 4(c)) and lens (Figure 4(b)). The retina has
receptors called rods and cones that contain light-sensitive chemicals known as visual pigments.
Upon receiving light, an electrical signal is triggered by these pigments and sent to the brain by
a network of neurons along the optical nerve (Figure 4(e)), where they are then processed. Rods
are more sensitive to light (around 100 times more sensitive than cones) and thus contribute to
seeing in dim environments. They contribute little to colour perception, however, and are most
sensitive to wavelengths in the green and blue spectrum of visible light. They also react more
slowly to changing light conditions, whereas cones are responsible for colour vision and react
faster, allowing us to perceive fine details.

The distribution of these rod and cone receptors on the retina is non-uniform, which affects
our visual perception. The macula is a small area on the retina that is responsible for perceiving a
sharp image, with a tiny area called the fovea being the area with the sharpest vision. The fovea
has a high density of cone receptors. This ratio of cones to rods changes quickly as the density
of cones decreases towards the periphery of the macula. Outside the macula, we find mainly rods,
although with decreasing density when moving towards the periphery of the retina.

3.2 Properties of the Human Visual System

The HVS has several notable properties that are of relevance to the production of visually coherent
virtual content, such as perceivable wavelengths, dynamic range, FoV and resolution, latency and
perceptible flicker, accommodation and perceptual criteria, such as the relevance of stereopsis or
occlusions within the HVS and human perception.

Colour: The colour sensitivity of the human eye allows wavelengths between 390 nm and
750 nm to be perceived. Because of the distribution of cones, colour sensitivity is not uniform
across the eye or across the spectrum of wavelengths. The fovea has a greater sensitivity to red
and green chromatic stimuli and less across the periphery, while blue sensitivity is generally lower
than that of red or green but more uniformly distributed between the fovea and the periphery [132].

Dynamic range: Research has found the static dynamic range of the human eye (assuming
a constant aperture or pupil diameter) to cover 3.7 log units [97] in cd/m2. However, the human
eye has a focal length of 17 mm, and the pupil diameter can vary between 2 mm and 8 mm. This
gives the human eye an equivalent aperture range of f/2.125–f/6.5. Changing the pupil and con-
sequently the aperture allows us to drastically increase the perceivable overall dynamic range. In
fact, the dynamic range can be further increased by mechanical processes and photo-chemical,
neural-adaptive processes that transcend the scope of this article [45]. Research has shown that
the cones in the eye are stimulated from 0.01 to 108 cd/m2 when the cones are active and that rods
are stimulated from 10−6 to 10 cd/m2 [97], leading to a practical overall dynamic range of approxi-
mately 46.5 stops. Note that while the human dynamic range can go beyond 10,000 cd/m2, this can
be damaging [2].

Visual field: Strasburger et al. [161] found that the human eye can receive light information of
up to 90◦ eccentricity from the vertical meridian towards the periphery, known as the temporal
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visual field, and 50◦ to 60◦ from the meridian to the nasal, known as the nasal visual field. The
vertical visual field extends 50◦ to 60◦ in both directions from the horizontal meridian. Overlap
in the visual field occurs in the nasal visual field, allowing true binocular depth perception and
giving an overall horizontal visual field of up to 180◦. Other sources, such as Howard et al., have
suggested that the FoV may be as wide as 190◦, and some works have stated that when allowing the
movement of the eye within a stationary head, the visual field increases up to 290◦ [55]. It should
be noted that the FoV of the human eye is known to decrease with increasing age, so numbers
have been taken with caution, as age is often not reported.

Acuity: Within this visual field, the acuity of the human vision is often measured in cycles per

degree (cpd), which is the number of cycles (a black circle with a white space around it) that can
be distinguished within one degree of vision. Using a standard Snellen chart to assess visual acuity,
a result of 20/20 (considered normal vision) is equivalent to 30 cpd [3]. However, the visual acuity
of the HVS is largely dependent on two factors: eccentricity and environment luminance. Under
low lighting where scotopic vision is used, cpd can fall to as low as 2, while under high luminance
and photopic vision, it can reach 50–60 cpd [1, 36], and cpd falls off in an approximately linear
fashion as eccentricity increases [123].

Resolvable resolution: The combination of the visual field and acuity gives indicates the re-
quired pixel resolution. To cover the visual field with static eyes in a singular display and have
20/20 vision (which is equivalent to 30 cpd or 1 arc minute [3]), a resolution of 11,400 × 7,200 is
required, which equates to 82 megapixels, although we assume a rectangular FoV, which we know
is false. If we expand this to the full 60 cpd approximated as the maximum under ideal conditions,
then these values increase to 22,800 × 14,400 and 328.3 megapixels. As the OST-HMD typically
presents one image to eye, the requirements increase further, each eye requiring 18,000 × 14,400
and 259.2 megapixels, giving 518.4 megapixels in total before considering motion; at 30 cpd, this
total megapixel value falls to 129.6. Notably, these values are approximations that indicate what
the equivalent pixel resolution to the human eye would be. To resolve this resolution, the hu-
man eye performs rapid movements to focus image areas in the fovea. These rapid movements are
called saccades and help scan the environment. Saccades affect perceptions of scenes (e.g., saccadic
masking), but a full exploration of this topic transcends the scope of this work.

Latency: VR studies have shown a limit to the latency that humans can recognise. Jerald and
Whitton, for instance, suggested that immersive VR HMDs require a latency of 5 ms or less to
be unnoticeable for the most sensitive subjects [71]. These findings confirmed earlier work from
psycho-physical studies that found noticeable latency to be lower than 17 ms [72]. Other work on
interface interaction by Jota et al. showed that noticeable latency was 20 s to 100 ms, with 85%
of participants unable to perceive latency below 40 ms when finger tapping (e.g., tapping-based
input, such as tapping on touchscreens), but according to Ng et al., user performance was affected
by a latency as low as 2.38 ms with a mean of 6.04 ms [131].

Critical flicker frequency (CFF): CFF is the fastest rate at which a flicker is perceived and
not viewed as a stable image. This value varies with the adaptation level of the retina, size of the
stimulus, luminance, and wavelength. It is not constant across the visual field, increasing up to
55◦ eccentricity before decreasing again toward the periphery, with a measured maximum value
of approximately 90 Hz [123]. Under extreme cases and using specific patterns, however, people
have perceived flickers up to 500 Hz [29].

Depth perception: The ability of humans to perceive the positions and sizes of objects is de-
termined by several factors, including accommodation and occlusion. For the human eye to view
objects at various distances in focus, the human eye has developed accommodation mechanisms.
The shape of the lens can be adjusted by minute ciliary muscles in the eye, changing the curvature
of the lens, and subsequently moving the focal points. This allows distal stimuli from different
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Table 1. Requirements for an OST-HMD to Match the HVS

Requirement To equal HVS Hololens 2

Combined Static FoV 180–190◦ × 100–120◦ [55, 161] 43◦ × 29◦

Per Eye Static FoV 140–150◦ × 100–120◦ [161]
~Combined Resolution 11,400 × 7,200 @ 30 cpd calculated as ~2,021 × 1,363

22,800 × 14,400 @ 60 cpd
~Per Eye Resolution 9,000 × 7,200 @ 30 cpd 2k a

18,000 × 14,400 @ 60 cpd
Static Dynamic Range 3.7 log units (cd/m2) [97] 500 cd/m2 b

Overall Dynamic Range 10−6 cd/m2 - 108 cd/m2 [97]
Latency <2.38ms [131] display latency 16.66ms (60 FPS)

a https://docs.microsoft.com/en-us/windows/mixed-reality/develop/platform-capabilities-and-apis/rendering.
b https://kguttag.com/2019/02/27/hololens-2-first-impressions-good-ergonomics-but-the-lbs-resolution-math-fails/.
We also present the equivalent values as they have been reported for the Hololens 2. This represents a recent,
commonly known commercial application of OST-HMD and gives an idea of the current state of publicly available
devices. The values used were reported by Wired.coma and KGuttag.com,b and we used reported diagonal FoV and
pixels per degree to calculate the combined FoV and resolution.

distances to be focused on the retina. This is supported by vergence—the movement by both eyes
to allow binocular vision—which is tightly coupled with eye accommodation. This works by tri-
angulating the positions of objects in each eye with a fixed distance between the eyes, known as
the interpupillary distance (IPD), which varies between people and thus needs to be adjustable.
Occlusions comprise more important information in the HVS eye, determining whether objects lie
in front of one another and how large objects may be compared to familiar objects in view. As we
later show, the ability to create virtual occlusions (virtual objects occluding real-world objects) is
a major challenge for OST-HMDs but is important for visual perception and scene understanding.

Other: Other visual phenomena must be eliminated as well to create visual coherence. Scatter-
ing occurs when light is randomly deflected in random directions, causing vision degradation due
to image blur [3]. Aberrations, of which there are many subcategories, occur when light incidents
prevent image formation and otherwise limit human vision.

3.3 Summary and Relevance for OST-HMD Design

In summary, compared to state-of-the-art OST-HMDs, the key properties of the HVS as sum-
marised in Table 1 far exceed the properties of most OST-HMDs (e.g., Microsoft’s Hololens) and
even most normal displays. Notably, the table does not report on other properties (e.g., accommo-
dation and sensitivity of geometric distortions) that must be considered. All this provides many
challenging requirements for an OST-HMD. Some of these requirements are not strictly necessary
to meet, however, as demonstrated by foveated rendering discussed in Section 6.5 and dynamic
range, as the provided values are extremes that we can perceive but to which we are not con-
stantly exposed in our everyday lives. While these requirements remain challenging, research on
individual aspects of these requirements has been done. In the following, we present these existing
approaches, grouping them into characteristics and issues: spatial (optimising spatial registration
and reducing geometric distortions and aberrations), temporal (addressing latency and flicker), and
contentual/visual (addressing colour space, occlusion capability, accommodation issues, resolution,
and dynamic range).
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Fig. 5. Major works related to the spatial realism covered in Section 4.

4 MAINTAINING SPATIAL REALISM

This section covers the challenges of maintaining spatial realism between virtual images and the
real world.

4.1 Spatial Consistency through Spatial Calibration

In any realistic AR application, virtual objects must appear as if they are registered in real space
and maintain the correct perspective in the user’s FoV against the real world (Figure 5). This regis-
tration problem relates to two spatial relationships: the world to the OST-HMD and the OST-HMD
to the eyes.

The former (the world to the HMD) is a well-established problem and is usually referred to
as motion or position tracking. Popular solutions use vision-based tracking with one or several
cameras facing the environment (inside-out tracking). Researchers once commonly used fiducial
markers (e.g., References [75, 167]) but increasingly rely on natural feature–based approaches, such
as simultaneous localisation and mapping (SLAM) [86, 146]. However, the issue of tracking
the spatial relationship between the world and the AR display (e.g., the HMD) is not specific to OST-
HMDs but is common to nearly all AR techniques, and it is well covered (e.g., References [16, 68]).

Consequently, we focus in this section on the spatial relationship of the OST-HMD to the eyes
and, more specifically, on how to model a projection between the screen and the eyes. A basic
approach is to only consider the IPD. While important for providing correct stereo vision, such
as that used in VST-HMDs, it is insufficient when calibrating the eye-display relationship in OST-
HMDs. In their recent survey of calibration methods, Grubert et al. introduced three categories
of techniques for computing the spatial eye-display relationship [47] (Figure 6): manual methods,
semi-automated methods, and automated methods. All these categories treat the eye-HMD system
as an off-axis pinhole camera model in which a nodal point of the eyeball is the camera centre
and the virtual image on the OST-HMD is the image plane [8] (Figure 6, top left). Under this
assumption, the calibration problem turns on estimating the 3D-to-2D projection matrix (Figure 7),
and a calibration procedure becomes a data collection of pairs of corresponding 2D image points
and 3D world points that match in the FoV of the user. The difficulty of the calibration lies in this
data collection, as we cannot directly fetch the user’s view from their eyes, unlike the calibration
of eye-perspective cameras.

The manual methods rely on any sort of user input for the data collection. The most classic
yet still-practical solution is the single-point active alignment method (SPAAM, Figure 6, top
right) [165], in which users align a 2D crosshair to a tracked 3D point (e.g., a fiducial marker) and
notify the system. Repeating this procedure six times provides six pairs of 2D-3D correspondences,
which lead to 12 linear equations. Solving the equations via direct linear transforms provides a
projection matrix. For better estimation accuracy, in practice, we collect more pairs to reduce the
estimation error.
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Fig. 6. General overview of calibration techniques for calibrating the spatial relationship between the eye
and display [47].

Fig. 7. Single-point active alignment method (SPAAM) [165] is probably the best-known approach to spa-
tially calibrating OST-HMDs. (Left) Instead of a fully automatic calibration, SPAAM requires users to align
2D points displayed on the OST-HMD with known 3D points in the real world to compute the projection
matrix describing the eye-display relationship. (Right) Visual overlay before and after calibration [47].

In contrast to manual methods, semi-automatic methods separate the calibration models to re-
duce the number of parameters needed for the online calibration by users. Owen et al. were among
the first to propose explicitly separating the eye-HMD calibration into the eye and the display parts,
where the eye part is calibrated online by the user and the display part offline without users [135].
Similarly, Itoh and Klinker [63] proposed interaction-free display calibration (INDICA), a fully
automated calibration method for OST-HMDs with 3D eye localisation (Figure 6, bottom row).
Their method splits calibration phases into an offline step for the display and an online step for
the current eye position. Their approach is fully automated, removing errors that normally arise
from having the human in the loop. More importantly, having the user in the loop forces users to
re-do the calibration every time they wear OST-HMDs, which is unrealistic for daily use.

Distortion Correction. One challenge often ignored in research on OST-HMDs that is important
for achieving an experience indistinguishable from reality is the visual distortions caused by im-
perfections in the display and optics. This is like the optical system in cameras, which creates
lines that are not straight or other effects (e.g., chromatic aberrations, out-of-focus image areas).
However, the effect occurs in the image displayed to the user of the OST-HMD (Figure 8).

Almost all distortions are highly view-dependent. However, unlike a camera with a fixed im-
age plane, the user’s eye can have various positions within the eye box given by the OST-HMD.
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Fig. 8. Examples of points rendered to an OST-HMD (here, a Lumus DK-32) and the visual results as captured
with a user-perspective camera. (A) A close inspection reveals a large chromatic aberration and image blur
in the horizontal direction. (B) The distortions strongly depend on the position within the eyebox, as can be
seen here for various patches from different 2D positions after noise filtering [66]. (C) The image plane of the
OST-HMDs as measured and illustrated by Klemm et al. shows that it is a curved surface, not a plane [88].

One challenge is thus measuring and correcting the geometric distortions for all possible posi-
tions. Another oft-ignored fact is that the image plane where a displayed image appears is not
actually a plane but a curved surface (Figure 8) because of the optical elements used within the
display [88, 135]. Researchers have proposed calibrating the optical distortion like distortions in
cameras are calibrated: by parametrically modelling the distortions and creating per-pixel cali-
brations, which can be automated using user-perspective cameras [88]. Initially, researchers pro-
posed two-step approaches that first computed display parameters using a few point samples
using a user-perspective camera and then calibrating the system for the individual position of
the user’s eye by considering the display parameters obtained in the first step [135]. Itoh et al.
looked into measuring and correcting the view-dependent shift and blur in OST-HMDs [60, 64],
highlighting the amount of chromatic aberrations and directional blur and again mentioning the
strong view dependence (Figure 8). They presented an approach to storing the aberrations as a
point spread function (PSF) light field to model the view-dependent character, and they esti-
mated the PSF for other unsampled positions using a few sample positions. Some studies moved
away from approximating the display characteristics using a few point samples to calibrate ev-
ery pixel individually [88]. Langlotz et al., for example, implicitly corrected the optical distor-
tions of an OST-HMD, as their approach used per-pixel mapping from a world camera to the
display [100].

Despite this work, it is fair to say that display distortions are an issue that is rarely addressed.
They require careful calibration of the overall display characteristics. Maintaining small deviations
within the production of the OST-HMD would allow a generic calibration, as in camera lenses, and
we still require information about the user’s eye position and gaze to correct for the individual user,
which adds to the problem.

5 MAINTAINING TEMPORAL REALISM

As outlined in the previous section, we can achieve spatial realism for OST-HMDs by applying
a spatial calibration and correcting for the distortion. However, as soon as we start moving the
HMD, temporal realism comes into play, and most notably, the problems of image update rates and
general latency (system and display latency) challenge the management of a temporally coherent
augmentation of the environment (Figure 9).

5.1 General System Latency

Latency reduction for HMDs has already been investigated for immersive VR HMDs. Latency in
VR can contribute to motion sickness and is consequently investigated often [24]. Cobb et al.
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Fig. 9. Major works related to the temporal realism covered in Section 5.

identified that besides tracking inaccuracies, overall system latency is a source of simulator/motion
sickness. Overall system latency thereby usually comprises (1) the tracking system delay (the time
from a change of the physical pose and its measurement in the system), (2) the application delay
(which can be attributed to general execution time), (3) image generation delay (the time it takes
to generate a new image), and (4) the display delay (the time required to display the image in the
HMD) [125].

Several works have investigated the maximum perceivable latency of an immersive VR system
and have suggested that immersive VR HMDs require a latency of about 5 ms or less to be unnotice-
able to most sensitive subjects [71]. These findings are consistent with other studies on noticeable
latency, as outlined in Section 3.2.

In see-through AR systems, however, the latency requirement can be even more stringent depen-
dent on the user’s motion [116]. Because, unlike VR systems, where the latency mainly contributes
to simulator/motion sickness, latency in AR also does to registration errors [112, 116], which are
visible as misalignments between the virtual and the physical environment [9] and produce vi-
sual incoherence. In Reference [9], Azuma categorised visible registration errors due to system
latency when motion occurs as a dynamic error. Like immersive VR HMDs, latency can be caused
by various components of an AR system (e.g., tracking, application processing time, rendering,
and display), so reducing the tracking delay can reduce overall latency. Itoh et al. [66] used this
by converting a commercial immersive VR system with low-latency tracking (Oculus Rift) into
an OST-HMD. Similarly, rendering techniques such as foveated rendering can decrease latency by
prioritising image areas currently observed by the user (e.g., by only rendering them with a high
resolution). We discuss this further when discussing the physical display resolution of OST-HMDs
(see Section 6.5).

Buker et al. investigated motion sickness using a monoscopic OST-HMD and confirmed earlier
studies in VR by showing that reducing latency also reduces motion sickness [15]. In their system,
they reduced the latency by correcting the computed visual output using the measured system
latency. Like Buker et al., the well-known game developer John Carmack presented several pro-
grammatic approaches to reducing latency [19] within a VR system that can easily be applied to
AR and OST-HMDs, such as time warping, which predicts motion during rendering and applies
it in late rendering stages. He also mentioned the benefit of directly accessing the display matrix,
something we address below when discussing display latency.

5.2 Flicker and Display Latency

Within general system latency, the display itself and how individual pixels can be written to it can
be a significant source of latency. As we discussed earlier, 90 Hz is often recommended as a display
update frequency, but depending on the displayed patterns and eye movements, higher frequencies
can affect flicker fusion (sequential renderings are perceived as two distinct images), as mentioned
above [29]. Consequently, VR displays tend to aim for display update frequencies beyond 90 Hz,
with examples such as the Valve Index being capable of 144 Hz in experimental mode. A further
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Fig. 10. Major works related to the colour reproduction covered in Section 6.1.

reduction depends mainly on the display panel, as some technologies require pixels to switch to
an off or neutral state, while others can switch colours directly [19].

Research has also addressed the issue of latency, particularly display latency, in OST-HMDs.
Zheng et al., for instance, focused entirely on reducing display latency [182]. Their idea was to
use a digital micromirror device (DMD) imaging chip for image creation like those in Digital

Light Processing (DLP) Projectors to allow the direct control of individual pixels (only on or
off) with an update rate of 50 μs. Instead of displaying a full image, the projector projects a new
binary pattern as fast as the DMD can change its state. The displayed binary pattern decreases the
difference between the image that the user perceives and the desired image given the latest tracking
data, so it reduces the error between the desired image and the “is” (representing the current state
computed using a sliding window over the last 64 frames, which represent the integration interval).
The prototype is only greyscale, uses precomputed data and is specifically a low-latency tracker.
Unfortunately, the sliding-window approach can also introduce noticeable flicker. Lincoln et al.
later introduced a head-tracked setup using a “zero latency” mechanical tracker and proposed a
new coding scheme that avoided the flicker [112]. Instead of computing the binary pattern based
on the difference between the “is” and the desired image, the authors proposed a statistical model
that chose the current binary output based on a probability based on the desired grey value to be
displayed. Using this approach when displaying 50% grey, the projectors distribute the “0” and “1”
evenly over the 64 frames, which reduces the perceived flicker even though the displayed image is
still only greyscale. The authors also extended the idea to support high dynamic-range (HDR)

images while maintaining low latency [111].
We conclude that latency is an issue when creating a coherent visual representation. However,

research has only started to explore this problem, particularly considering the overall requirement
of staying at or below 5 ms, which can only be demonstrated in research prototypes. Unfortu-
nately, miniaturising these prototypes and the practicality of “mechanical zero latency trackers”
is questionable. While we can expect improvements in tracking and rendering speed through gen-
erally faster CPUs and GPUs and techniques such as foveated rendering, limitations remain, such
as display technologies with sufficient update rates.

6 MAINTAINING VISUAL REALISM

In our discussion of visual realism, we leave out issues common to the whole field of AR, including
coherent lighting (e.g., light estimation [46]) and realistic rendering of the AR scene (e.g., Reference
[87]). Instead, we focus on the topics of colour reproduction, dynamic range, creating occlusions,
support depth accommodation, and wide FoV, which require solutions unique to OST-HMDs (Fig-
ure 10 and Table 2).

6.1 Colour Reproduction

Colour is critical to achieving visual realism. For example, if we assume two red apples on a table,
then one of which is a real physical apple and the other a virtual one seen through an OST-HMD,
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Table 2. Different Colour Modification Methods and Approaches Explored with OST-HMDs

Reference Goal Method Software/Hardware User Study
Portable
Prototype

Itoh et al. [61] Colour reproduction parametrised colour response model software no no
Sridharan et al. [160] Colour blending colour transmission database software no no
Hincapié-Ramos et al. [28] Colour blending colour transmission database software no no
Fukiage et al. [38] Colour blending content visibility model software no simulation
Weiland et al. [168] Colour blending user adaptation modelling software no no
Langlotz et al. [100] Colour blending radiometric compensation software yes yes
Wetzstein et al. [169] View Modification light filtering via SLM hardware yes yes
Itoh et al. [65] View Modification light filtering via SLM hardware no no
Kaminokado et al. [74] View Modification light filtering via SLM hardware no no
Mori et al. [127] Brightness adjustment adjustable liquid crystal shutter hardware yes yes
Xu and Hua [175] HDR imaging two SLMs hardware no no
Zhao et al. [181] HDR imaging two SLMs hardware no no

Lincoln et al. [111] HDR imaging
high-speed LED with
custom high-speed controllers

hardware no no

Itoh et al. [67] HDR imaging
HDR projector with
dihedral corner reflection array

hardware no no

Fig. 11. Examples of colour reproduction on different OST-HMDs when captured with a camera placed at
the eye position. (A) Epson Moverio BT100 when displaying uniform white; changes in intensity caused by
the display optics are clearly visible. (B) The same display when calibrated for uniformity [100]. (C) and (D)
show examples of colour artefacts when displaying single colours on a Microsoft Hololens 1, demonstrating
that these effects are also colour-dependent.

it should be impossible to distinguish between them by means of visual comparison; we would
expect the virtual red apple to have the same colour and appearance as the real apple (visual co-
herence). For video see-through displays, the blending of the real and virtual happens in the image
space within the video image. We can achieve visual coherence by mimicking the characteristics of
the camera used to capture the scene in the rendering step [87]. In spatial AR, this blending is more
challenging and requires a careful radiometric calibration of projectors [11–14] to consider the
background or colour response of the projectors. When using OST-HMDs, several factors come
into play that affect the visual appearance of the virtual image, particularly colour. One factor is
the colour response of the display used. When sending a specific colour to the display, we assume
it reproduces exactly this colour. We know from other displays, however, that this is usually not
the case; examples of this in Figure 11 show the non-uniform intensity and colour response when
showing solid colours or intensities in front of a black background. This is caused by the specific
colour range we can display (e.g., full RGB) but also by individual discrepancies within normally
uncalibrated displays, which are not only caused by the actual display (the light-emitting element
or the colour filter) but, in OST-HMDs, also often by the optics that are part of the display.

Similarly, OST-HMDs blend together the real and virtual using an optical combiner (Figure 3), so
the visible colour is always a result of this blending affecting correct colour reproduction and con-
sequently the perceived visual realism. Finally, integrated displays are usually unable to produce
intensities with a dynamic range, as in physical work. In the following, we give a more detailed
overview of these specific issues and present proposed solutions.
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Fig. 12. Incorrect colour reproduction in OST-HMDs. (Left) A physical scene captured by a user-perspective
camera representing the intended target colours. (Middle) Rendering the captured image with an OST-HMD
in front of a fully black background produces a different result. (Right) The result of the correction method
proposed by Itoh et al. produces a result that is more consistent with the captured physical appearance [61].

Display colour reproduction. Common to most displays, not just OST-HMDs, is that colour re-
production is not accurate: When sending a certain colour to the display, the displayed colour
will not match the intended colour exactly. Itoh et al. demonstrated that even when ignoring the
background (e.g., by having a uniform black background), the colour of a virtual object does not
match the real environment [61] (Figure 12). They identified two main reasons for this effect: (a)
light absorption by the imperfect optical medium of the OST-HMD and (b) a lossy digital-analogue
colour conversion.

Sridharan et al. proposed colour profiles based on look-up tables (LUTs) to correct colour
rendering in OST-HMDs. In addition to the work by Itoh et al., they proposed a method for cre-
ating profiles for multiple background colours and showed that this does improve the perceived
colours in an OST-HMD [160]. However, their approach usually assumes a coherent background
and cannot compensate for complex backgrounds—nor do they say how the system knows about
the background.

Similarly, Itoh et al. proposed applying a semi-parametric approach to compute a more coher-
ent colour display profile like a display colour calibration on standard screens to improve the
perceived colour and support visual coherence. Again, all these works assumed a black or a uni-
formly coloured background, as their focus was the colour characteristics of the used display, not
the colour blending with the background caused by the see-through character of the display.

Colour blending. In OST-HMDs, the real and virtual blend together using an optical system—
usually, a beam combiner. Regardless of the optical design used, the effect of this blending is that
the displayed image (e.g., virtual object) blend with the physical world based on the characteris-
tics of the used optical combiner. The result is that depending on the physical environment, we
perceive visual artefacts (Figure 13 (A)–(D)). Another side effect of this is that we cannot make
the environment darker using standard OST-HMDs. Many commercial solutions work around this
problem by adding shades to their HMDs to reduce the brightness of the background (e.g., the
Microsoft Hololens). Some research and actual products even proposed shades that can change
their global opacity and thus better accommodate different environmental conditions [127]. De-
pending on the characteristics of the optical combiner and the opacity of the used shades, the
background will always add a certain intensity to each pixel (e.g., in the case of a combiner that is
50% transparent and 50% reflective without shades used, the background would always contribute
50% to the resulting colour and intensity).

This general problem of colour blending in OST-HMDs was first described by Gabbard et al. [40],
who gave an overview of the problem and empirically analysed the effect with different back-
grounds. While their results were not evaluated with actual users, their findings suggested prob-
lems in the usability of OST-HMDs due to the shift in colour intensities and hues, which produce
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Fig. 13. Examples of colour blending in OST-HMDs resulting in the decreased quality of the displayed image.
(A) A coloured background with the OST-HMD switched off, (B) the test image to be displayed, (C) the
test image displayed in an OST-HMD with a black background, (D) the test image displayed in front of
the coloured background showing the effect of colour blending, which depends on the optical combiner,
(E) radiometrical compensation reducing the effect of the background and colour response of the display
[100].

legibility issues and constrain the design of user-interface elements, as only a few colours can
easily be discriminated under various backgrounds.

Several research groups have since looked into addressing the problem of colour blending. A
theoretical solution was presented in the Smart Colour system [28] that extended earlier work by
Sridharan et al. [160] and Fukiage et al. [38]. They both presented approaches simulating and con-
trolling colour blending per pixel in real time. They succeeded in this goal but only demonstrated
in a simulated environment: No camera was used to collect environmental information nor was
an OST-HMD used to display results. Furthermore, the fundamental problem of how to capture
the pixel-precise colour information of an environment and align it with the display, which is
needed for actual applications, remains unanswered. For this reason, it is impossible to determine
the extent to which their method corrects blending errors on real hardware.

Weiland et al. [168] presented the first approach that tried to neutralise the background by inte-
grating a camera capturing the environment. The captured camera feed is then used to compute a
compensation image to reduce the effect of colour blending, but it only works for a static, calibrated
system, as they use a camera calibrated for one calibrated position.

Langlotz et al. also proposed neutralising the environmental light when blended with the dis-
play image by measuring the environment and modifying the displayed image accordingly [100].
In contrast to earlier work by Weiland et al. [168], they also discussed a practical approach for inte-
grating the camera into the OST-HMD and calibrating the overall system. They demonstrated that
they could map each pixel from the camera-image space to the display space, even for arbitrary
environments, allowing pixel-precise compensation. The work by Langlotz et al. also introduced
more complex compensation algorithms that consider the display and camera characteristics and
minimise clipping artefacts, creating an overall more visually coherent result (Figure 13 (E)).

All these approaches assume a constant semi-transparent display. However, if one can change
the transparency, then one can also reduce the effect of background light. To successfully employ
this solution, one must be able to switch the transparency on a pixel level. If a pixel is used to
display a virtual object, then it should be opaque to block out the environmental light, but if the
pixel is not used for displaying virtual objects, then it should be transparent to allow seeing the
environment. There are several approaches that allow blocking the environment on a per-pixel
base (e.g., References [17, 84]), but they have not been introduced in the context of reducing colour-
blending artefacts. We introduce them in the next chapter when discussing occlusion capability—
for now, it is important to remember that they can improve colour reproduction and allow the
blocking of environmental light.

One can not only control the transparency of each pixel but also filter the incoming environmen-
tal light on a per-pixel level. Wetzstein et al. [169], Itoh et al. [65], and Kaminokado et al. [74] used
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Table 3. Properties of Different Display Designs That Present Virtual Content at Different Focal Distances

Reference Mechanism Classification
See-
Through

Field of
View

Resolution
Eye-tracking
Needed

Optical
Complexity

Form
Factor

Computatio-
nal Demand

Miniature
Prototype

Lanman & Luebke [104] microlenses light-field no 33.3◦ low yes simple thin moderate yes
Yamaguchi & Takaki [177] microlenses light-field yes 4.3◦ low yes simple thin moderate no
Otao et al. [134] microlenses light-field no narrow low yes simple bulky moderate yes
Maimone et al. [119] pinlight display light-field yes 110◦ low recommended simple thin moderate yes
Akşit et al. [5] pinhole display light-field no 83◦ low recommended simple thin moderate yes
Song et al. [157] pinhole display light-field yes narrow low recommended simple thin moderate yes
Jang et al. [69] laser w/ steering mirror holographic yes 68◦ moderate yes complex thin high yes
Maimone et al. [118] SLM holographic yes 80◦ hori. high yes complex thin moderate yes
Shi et al. [156] SLM holographic no N/A high yes complex moderate high no
Moon et al. [126] SLM holographic yes narrow N/A yes complex moderate high yes
Gao et al. [44] amplitude SLM holographic yes 1.7◦ high no complex bulky low no
Gao et al. [43] SLM holographic yes 5.4◦ high no complex moderate low yes
Huang et al. [59] stacked LCD panels multi-plane no 125◦ high no simple bulky high yes
Lee et al. [106] savart plate multi-plane yes 37◦ high no moderate moderate low yes
Yoo et al. [180] polarised lenses multi-plane yes 7.5◦ hori. high no moderate moderate low no

Liu et al. [115]
polymer stabilised
scattering shutters

multi-plane yes narrow N/A no simple moderate low no

Maimone & Fuchs [117] stacked LCD panels multi-plane yes 65◦ low no simple moderate high yes
Rolland et al. [148] stacked planar displays multi-plane yes N/A high no simple moderate low no
Liu et al. [114] focus tunable lens varifocal yes 28◦ moderate no complex moderate low no
Rathinavel et al. [141] focus tunable lens varifocal yes 15.3◦ moderate no complex bulky low no
Xia et al. [173] focus tunable lens varifocal yes 37◦ moderate no complex bulky low no
Dunn et al. [33, 34] focus tunable membrane varifocal yes 103◦ moderate yes simple bulky moderate yes
Wilson and Hua [172] alvarez lens varifocal yes 103◦ moderate no complex moderate moderate no
Matsuda et al. [122] SLM focal surface no 18◦ high yes complex bulky high yes

Moderate FoV equals 40–80◦ and moderate optical complexity requires 3–4 optical elements.

this in their prototypes. While Wetzstein et al. used LCD panels and optical lenses to modulate
scene light (e.g., to change the saliency of the environment), Itoh et al. and Kaminokado et al. used
phase-only spatial light modulators (SLMs) to implement a display. Ideally, one would combine
an additive display (current OST-HMDs) with a subtractive approach that allowed almost full con-
trol of the incoming environmental light and of the displayed image, thus also solving the issue of
colour blending. However, to the best of our knowledge, this has not been achieved.

High dynamic range. The human eye is capable of perceiving a large range of intensities (dy-
namic range). While research often addresses extending the dynamic range of normal displays
(e.g., Reference [155]), producing near-eye displays as used in AR and VR is challenging because
precisely aligning multiple modulation planes (a popular concept to produce HDR displays) in-
accuracies in the alignment and calibration are magnified [175, 181]. In particular, when looking
at OST-HMDs, including commercial and research prototypes, not much work has focused on in-
creasing dynamic range. One of the few studies that have specifically targeted the issue of dynamic
range is the work by Lincoln et al. [111], which supported displaying high dynamic range images
by utilising a DMD, such as that used in DLP projectors. Being able to control the timing of each
mirror exactly extends the dynamic range of the image that can be displayed. In their work, they
achieved 16-bit intensity control per colour. However, their setup is still relatively large and would
require extensive miniaturisation.

This is also true for another prototype aiming for a high dynamic range in near-eye displays
[67]: Itoh et al. used a high-contrast projector for retinal projection via a dihedral corner reflector
array as an optical element and a neutral-density (ND) filter to reduce the amount of light to
safe limits. While retinal displays are occasionally used to implement OST-HMDs, the developed
prototype is not see-through and thus has not been demonstrated for AR.

Overall, increasing the dynamic range of near-eye displays and, more specifically, OST-HMDs is
a topic not often addressed in research despite its relevance when considering human perception
and the overall aim of a convincing integration of the real and virtual.
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Fig. 14. Some major works related to the accommodation capability are covered in Section 6.2.

6.2 Accommodation Capability

Accommodation is a physiological depth cue that occurs when human eyes focus on objects at
different depths by changing the curvature of the lens. The cue plays an important role in humans’
natural 3D perception [27]. A problem with conventional OST-HMD design is that the display
screen appears at a fixed focus distance. While we pointed out earlier that this display screen is
actually not planar, as often stated in the literature, because individual pixels appear at different
distances, these distances are still fixed. This fixed focus distance is commonly somewhere between
3–7 m and is determined by the optics and hardware, because the optics merely expand images
from the microdisplay panels used to display the image. As a result, users of OST-HMDs have
various issues in depth sensation. First, there is an accommodation mismatch between the phys-
ical and virtual objects, and virtual objects’ vergence and accommodation are not coherent. This
controversial sensation, known as the vergence–accommodation mismatch or conflict [32, 54, 92,
99], affects users’ 3D perceptions and is a major source of VR sickness.

A typical example of this issue in OST-HMDs is the following: Imagine we want to render a
virtual object (e.g., an apple) in our open hand. While the hand appears roughly within arm’s
reach, for the apple to be in focus, our eyes must focus on a virtual image plane several metres
away. Consequently, as we cannot have our hand and the apple in focus, the illusion of holding
the apple in our hand is destroyed and the scene feels visually incoherent.

The solution to the conflict is to render virtual objects at correct depths so the light rays from
the object appear as if they are coming from the proper distances. This requirement essentially
requires additional optics or different display technologies in OST-HMDs [57]. We categorise ex-
isting solutions into three main categories: adjustable-focus OST-HMDs; multifocal, varifocal OST-
HMDs; and OST-HMDs utilising light fields or holographic displays. Common to almost all these
approaches is that they not only require different hardware but also different rendering algorithms.
For example, one needs specific rendering steps for multifocal displays to compute the image area
display on each focal plane [130]. Similarly, one needs to compute phase images for holographic
near-eye displays [176]. All this needs to happen in real time, which is still challenging. Xiao et al.
[174] presented a general overview of creating imagery for accommodation-supporting HMDs
independent of hardware. Table 3 and Figure 14 give overview of major related works.
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Adjustable-focus OST-HMDs. A relatively basic approach is to allow the focus plane to be ad-
justed. This could work manually but also automatically. While this does not fully mitigate the
effect, it would allow adjusting the focal plane based on context (e.g., adjusted for arm’s reach
or the distance of a table surface) or based on a measured vergence depth. Willson and Hua pro-
posed combining a free-form Alvarez lens pair that can smoothly tune its focal depth from 0–3
diopters [172].

Multifocal or Varifocal OST-HMDs. In contrast to all these approaches, some OST-HMDs have
several focus planes (multifocal [150]) or can mimic continuous focus planes in a time-multiplex
manner (varifocal). This allows content to be displayed on different focus planes and thus reduces
the vergence–accommodation conflict. However, one downside of both approaches is that the num-
ber of focal planes is limited, so they cannot provide all focus cues but only approximate them by
showing objects at the focal plane closest to their real position. Furthermore, multifocal approaches
tend to introduce perceivable flicker caused by switching.

Rendering on different focus planes has been attempted outside HMDs. For example, Akeley
et al. proposed a desktop setup of something that could be seen as a giant HMD prototype that
produced three focus planes using several stacked half-silvered mirrors. Each reflected a certain
part of a screen onto the user’s view [6].

As a multifocal OST-HMD, Liu et al. demonstrated a benchtop multi-plane OST-HMD by pro-
jecting an image onto a stack of liquid crystal layers that could switch scattering properties in a
time sequence [115]. Lee et al. combined a fast polarisation rotator and Savart plate so an image
from a microdisplay could be formed at two focal distances [106]. Yoo et al. instead used a geo-
metric phase holographic lens as a dual-focal waveguide [180]. With the Magic Leap One, the first
commercial OST-HMD with a multifocal display is available but limited to two focal planes that
are switched based on the data in the integrated eye tracker.1

The focal surface display is another approach to generalising the multifocal approach [122]. Al-
though designed for VR displays, their method utilises a phase-only SLM, which acts as a dynamic
free-form lens. The system can display multiple focal plane images as continuous focal surfaces.

Like multifocal systems, the first approaches using varifocal lenses to approximate several fo-
cus planes were demonstrated using desktop prototypes. For example, Suyama et al. showed a
prototype using a liquid crystal varifocal lens that was synchronised with a 2D display at 60 Hz
and gave the illusion of different focus planes (ranging from −1.2 to +1.5 diopters) [163]. Much
research has focused on the investigation of different varifocal lenses. For example, Liu et al. used
a liquid lens as a varifocal element (ranging from −5 to +20 diopters) [114]. They demonstrated a
monoscopic see-through display prototype, but the overall performance was limited by the time
it took to change the optical power. In their example, they could only demonstrate a dual focus–
plane display (two depth levels) with a 7 fps update rate, although they showed the potential to
approach 56 fps with different varifocal lenses. Still, this is only for a dual-focus display; more
focus planes reduce the performance. Another drawback of the liquid-lens approach is that it is
hard to extend the FoV of the display due to the limited lens aperture.

Xia et al. combined a shutter glass with a focus-tunable lens to realise an OST-HMD switchable
to VR mode [173]. The system also utilised the user’s corrective prescription to compensate for
the focus error by the tunable lens. Rathinavel et al. further investigated the varifocal design with
a focus-tunable lens and proposed a volumetric OST-HMD that could render 280 perceptually
simultaneous depth planes [141].
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Konrad et al. proposed the unique idea of cancelling the accommodation effect with a focus-
tunable system so depth perception was only triggered by vergence information [89]. Their sys-
tem tracked the user’s accommodation and drove the focus-tunable lens to create a constant point
spread function for the image input, significantly reducing the vergence–accommodation mis-
match. As an alternative approach to employing refractive optical components, Dunn et al. in-
troduced a deformable-membrane mirror as a beam combiner [33, 34], which realised both a large
FoV and accommodation capability.

Light-field and Holographic OST-HMDs. Contrary to these aforementioned techniques, display
techniques such as light-field displays [69, 104, 119, 121, 134] and holographic displays [20, 43, 44,
52, 126, 156] theoretically offer all depth cues simultaneously, so the user can focus on any depth
at any time.

Both light-field displays and holographic displays replicate the optical 3D geometry of a target
surface, yet their image-forming principles are completely different [105]. Light-field displays typ-
ically represent light scattering from the surface of a virtual object as 4D light rays. To create 4D
light rays, two major approaches exist: a microlens array [157, 177] and stacked displays using
transmissive LCDs [59, 117].

Holographic displays use SLMs to control the amplitude or phase of an input collimated laser
beam so the wavefront of the propagated light forms a desired image at the viewpoint [178, 179].
Maimone et al. proposed a holographic OST-HMD using a phase-only SLM with laser light
sources [118]. They also demonstrated cancelling user astigmatism by taking its optical behaviour
into account in the computation of an input image. To achieve a high-quality holographic image,
optimising the source modulation image is critical but computationally expensive [22, 137]. As
an attempt at real-time holographic rendering, Peng et al. proposed neural holography, a machine-
learning method for computational holography that creates a 1080p colour image in real time [176].

Jang et al. proposed a light-field projection display [69] consisting of multiple laser light sources
with a steering mirror. By tracking the pupil position with an eye-tracking camera, the system ren-
dered 3D images at the pupil position. Cem et al. extended the FoV of a holographic display [20].
Kuo et al. proposed a unique approach to expand the étendue of holographic OST-HMDs by insert-
ing a binary scattering mask [98].

In-focus OST-HMDs. This type of display has virtually infinite depth of focus. Typical approaches
are retinal-scanning displays and virtual retinal displays [39] based on the Maxiwellian view, on
which light rays from a point light source are relayed and focused at the pupil. Each ray thus
directly hits the retina without being affected by the crystalline lens, so the user perceives an
image that is always in focus regardless of the eye accommodation. A retinal-scanning display
typically uses a laser projector on the Maxiwellian view to directly scan the retina with the input
image [39]. Do et al. built a retinal-scanning display by combining a pinhole projector with retro-
reflective film [31].

Some light-field displays offer an extended depth of field in some configurations leading to all-
in-focus view at all depth planes for users. An example is the pinlight display by Maimone et al.
that utilises near-eye pinlight projectors [119]. The key idea is inspired by pinhole cameras, which
capture photos where everything is in focus thanks to the small aperture. Instead of one pinhole,
however, the authors created a prototype consisting of many pinholes etched into acrylic glass,
each pinhole representing a small aperture–defocused light source that could be used to project
an image (displayed on an LCD panel) directly on the retinal plane appearing always in focus. This
has been demonstrated for a non-see-through near-eye display as well [5], but the acrylic glass
used by Maimone et al. was transparent while serving as a waveguide for the light leaving via
the pinholes. While their approach allowed showing images that were always in focus, it needed
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Fig. 15. Examples of the occlusion issue on OST-HMDs and mutual occlusion as a solution. The left figure
is a typical AR rendering where a virtual teapot appears semi-transparent. By combining an occlusion layer
(the middle figure) in the optical path between the display and the eye, we can achieve mutual occlusion
where the virtual object appears opaque, blocking background light like a real object does (the right figure).

Table 4. Reported Properties of Different Occlusion-capable HMDs Adapted from Reference [51]

Reference
Occlusion
Generation

Adaptive
Depth

Varifocal
Image

Mask
Appearance

Computatio-
nal Demand

Optical
Complexity

Form
Factor

Field of View
Portable
Prototype

Kiyokawa et al. [84] LCD no no sharp low comlex bulky 25◦ yes
Kiyokawa et al. [83] LCD no no sharp low comlex bulky 30◦ yes
Wilson and Hua [171] LCoS no no sharp low comlex thin 30.58◦ no
Gao et al. [41, 42] LCoS no no sharp low comlex thin 40◦ no
Cakmakci et al. [18] LCD no no sharp low moderate thin 40◦ no
Santos et al. [18] LCD no no dull low N/A thin 20◦ yes
Maimone & Fuchs [117] LCD no yes dull high moderate thin 65◦ yes
Maimone et al. [119] LCD yes (in-focus) yes dull moderate simple moderate 80◦ yes
Itoh et al. [62] LCD partially no sharp low simple thin 70-80◦ no

Yamaguchi & Takaki [177]
LCD with
Microlenses

yes yes sharp high moderate thin moderate no

Uchida et al. [177] DMD no no sharp low comlex moderate narrow no
Kwangsoo et al. [177] DMD no no sharp low comlex moderate narrow no
Krajancich et al. [91] DMD yes no sharp high comlex moderate 8.7◦ no

Hamasaki & Itoh [51]
LCD on
linear stage

yes no sharp low moderate moderate narrow no

Rathinavel et al. [142]
LCD with
refocusable lens

yes yes sharp moderate comlex moderate 15.3◦ no

Designs of moderate optical complexity use 3–4 optical elements (including the SLM), and a moderate FoV is 40–80◦.

to blur the images in the rendering step if out-of-focus effects were required for the displayed
image. This has been demonstrated by works that tried to create out-of-focus effects in software
or sharpen the image [26, 133, 153] to simulate different focus planes.

Finally, we highlight a specific problem when accommodating: refractive errors (e.g., different
forms of short- or longsightedness) affecting the use of OST-HMDs [21]. The authors pointed
out that presbyopia (loss of near vision with age) is particularly critical for the adoption of OST-
HMDs, given the general age distribution of many societies and the occurrence pattern of presby-
opia. Padmanabana et al. also investigated how gaze-contingent and adaptive-focus displays could
overcome issues in VR displays through intensive user studies [136].

6.3 Occlusion Capability

Occlusion is a perceptual cue that allows users to understand the 3D relationship between objects
and the general depth of a scene (Figure 15). Table 4 and Figure 16 list major related works. Unlike
other depth cues that modern graphics engines can simulate in software (e.g., vergence, motion
parallax, perspective, gradient, and colour), realising occlusion on OST-HMDs requires extra hard-
ware due to their optical see-through nature. To realise realistic occlusion in OST-HMDs, we must
block environmental light that would normally blend with the displayed content. As discussed
in the section on colour blending, however, blocking the background light is not available with
currently available OST-HMDs (Figure 16).
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Fig. 16. Example works related to the occlusion issues covered in Section 6.3.

A key optical element in existing occlusion-capable OST-HMDs is the SLM, a device that can
selectively change the property of incoming light. For example, an LCD is an SLM that can change
the transparency of the light rays passing through each pixel.

Kiyokawa et al. proposed an OST-HMD system called ELMO-1 [84], seminal work for occlusion-
capable OST-HMDs. Their OST-HMD inserted an LCD between two coupling lenses so background
light first focused at the LCD plane before reaching the eyes. The system then modulated the LCD
to block the light. Because of the optical pathways, ELMO-1 shifted the viewpoint of the users
relative to their natural viewpoint. The authors later addressed this issue with a revised prototype
(ELMO-4) [83] that allowed maintaining the original viewpoint. Santos et al. proposed a binocular-
type OST-HMD with occlusion but did not disclose the optical design [154].

While these approaches create a sharp occlusion mask, they tend to be bulky. Another approach
simply places the occlusion layer in a near-eye fashion. Maimone et al. proposed a light-field dis-
play based on pinlight projection to realise a wide-FoV display [119]. Their system had an LCD in
front of the display to render a mask image for occlusion. The approach partially worked with a
blurry outline in the mask due to the depth mismatch between the LCD and virtual objects overlaid
in the scene. To resolve this blurry occlusion while maintaining the simple optics with a near-eye
LCD layer, Itoh et al. proposed a method to compensate for the blurry occlusion by fusing the
scene image through an OST-HMD [62]. Their approach computed the amount of blur caused by
the near-eye LCD given the eye aperture size before creating a compensation image from the scene
camera optically aligned with the user’s view.

Unlike these approaches with a single occlusion mask, Yamaguchi and Takaki proposed an in-
tegral light-field display using three microlens-array layers [177]. They inserted two LCD panels
between each gap of the three layers. One panel with a transparent organic LED (OLED) served
as a raw display screen for the integral display, and the other was an occlusion layer. Thanks to
the integral imaging approach, the occlusion was perceived as 3D.

As another light-field approach, Maimone and Fuchs proposed a multilayer see-through dis-
play [117] that comprised a shutter, transparent illumination, and a minimum of two LCD panels.
The system temporally drove the LCD panels to simulate a light field of the desired image while
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activating the shutter and illumination so a user perceived the image. By switching this render-
ing mode and the see-through mode, that is, deactivating the shutter and the illumination, the
user could achieve a see-through view. Furthermore, in see-through mode, the system turned off
the LCD pixels corresponding to the rendered light-field rays, so the realised occlusion effect was
perceived as 3D occlusion.

Unlike these systems using transmissive SLMs, others have developed occlusion-capable OST-
HMDs using reflective SLMs. Uchida et al. proposed using a DMD, a reflective mirror device,
in a see-through display system [166]. Their DMD system could switch if a light path from the
viewpoint went to the background or a microdisplay, enabling per-pixel selection of transparent
or opaque state thus allowing mutual occlusion between the real and virtual content. Kim et al.
demonstrated a similar DMD-based system [77]. Krajancich et al. further enhanced the DMD-based
approach by using the DMD itself as a display screen by combining LEDs [91]. Their approach re-
alised a simpler optical design yet came with an optimised rendering algorithm based on binary
image factorisation.

Instead of using DMDs, Cakmakci et al. used a liquid-crystal-on-silicon (LCoS) chip, that is,
a reflective LCD [17]. Their system unified the optical path from the real scene and a microdisplay
via an LCoS with an X-cube prism. Gao et al. designed two-layer folded optics with free-form
prisms to reduce the size and improve the optical performance of the display [41, 42]. Wilson
and Hua later demonstrated a similar folded occlusion-capable OST-HMD with affordable lenses
instead of free-form lenses [171].

Varifocal Occlusion. Similar to the accommodation issue in OST-HMDs (Section 6.2), the occlu-
sion methods mentioned above suffer from the vergence–accommodation conflict, as occlusions
appear on a plane with a fixed distance based on the optics and the display used to render the
occlusions. Hamasaki and Itoh proposed a hardware approach to make an occlusion layer varifo-
cal [51]. Their system comprised relay optics consisting of three lenses with the LCD layer placed
between the first two lenses. The LCD was mounted on a linear stage so the system could optically
shift the depth of the occlusion mask in the viewing direction. Rathinavel et al. proposed another
varifocal-occlusion approach with two focus-tunable lenses placed in the see-through path of the
display. By optimally controlling the focus of the lenses, the system could optically tune the focus
depth of the LCD layer, which was placed between the lenses [142].

6.4 Wide Field of View

One of the most discussed downsides of current OST-HMDs is their limited FoV. In most cases, only
a small head or eye movement would make the digital overlay disappear, making the difference be-
tween the real and virtual obvious. Human vision typically has a horizontal FoV of 180◦–200◦ when
combining both eyes, a range that needs to be covered. However, in practice, most OST-HMDs do
not even come close, lagging far behind most prescription glasses [18, 119]. In the following, we
revisit some optical designs for OST-HMDs presented above to examine their FoVs before dis-
cussing dedicated optical designs. We also give an overview of different optical designs for HMDs
classified by their FoVs [18].

Using conventional optical combiners, such as half-silvered mirrors and prisms [162], would
theoretically allow a wide FoV; however, this comes at the cost of size and weight. The optical
elements would be relatively large, because they would need to cover the entire FoV, and the
required angled placement of the optical elements would add to the bulkiness of the overall design
(Figure 2). Furthermore, depending on the design, additional lenses would be required to magnify
the displayed image or relay it, for example (depending on the position of the light source).
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Instead of planar mirrors, several groups have investigated curved mirrors to reflect the light
emitted by a display into the human eye. This design can lead to a larger FoV and smaller form
factors than designs using planar mirrors [79, 129]. The commercial Meta 2 AR Glasses use a curved
optical element, reflecting the image of an integrated display to achieve a relatively large FoV (90◦).
Prototypical implementations have demonstrated displays with 180◦ horizontal FoVs [79, 129],
but they cannot reassemble the form factors of normal glasses or currently available commercial
solutions.

The literature contains approaches that allow wide-FoV displays using membranes instead of
solid optical elements [34]. While the membrane has a similar purpose as a conventional half-
transparent mirror, it can also rapidly change its curvature and consequently the focal plane, al-
lowing varifocal displays. However, current prototypical designs are bulky when building displays
with wide FoVs, and while they have advantages in terms of accommodation capability, they are
comparable to the optical design using half-silvered mirrors when targeting wide FoVs.

Only recently have advances in manufacturing allowed the mass production of free-form optics,
which can reduce the number and overall size of optical elements by producing complex integrated
optics with specific shapes and curvatures that magnify and relay images to the human eye. How-
ever, free-form optics usually have a thickness substantially greater than prescription glasses, and
their volume grows proportional to the FoV, limiting practical uses. One work improved the design
by tiling free-form optics [23]. Their system achieved a large resolution and a relatively wide FoV
(56◦ × 45◦), yet without flat lens systems.

An alternative to using free-form optics is embedding metasurfaces into an eyepiece [107]. Each
metasurface is only a few nm in size and is encoded with an encoding a spatial phase, allowing
the overall eyepiece to function as a spherical lens of a desired focal length. Although Lee et al.
have demonstrated a prototype with an FoV of 76◦, the prototype was too bulky for a practical
application.

Waveguide-based systems use specific diffraction patterns or holographic elements to guide
light to the eye [128]. The advantages of these approaches are that the waveguide can be flat and
allow form factors closer to traditional prescription glasses. Unfortunately, this technology allows
only a limited FoV when keeping this form factor. Using current technology, a wide-FoV OST-HMD
using waveguides will result in ghost images and colour bleeding [128].

One approach from the commercial sector avoids OST-HMD design altogether [159] by using
glasses with a small microdisplay that displays an unfocused image using a narrow band of RGB
frequencies. The users must also wear a specific contact lens that acts like a pinhole but is made of
filters. Most of the contact lens is a filter that blocks out the frequencies used by the microdisplay
but is transmissive to the frequencies of the environmental light.

However, the centre of the contact lens (the pinhole) is made of a different filter material that
is transmissive to the narrow band of frequencies of the microdisplay while blocking all other
frequencies. A user using the OST-HMD without the specific contact lens will only see the en-
vironment but not the image from the image displayed in the microdisplay integrated into the
glasses. However, when also using the contact lens, the previously unfocused image from the mi-
crodisplay is visible through the pinhole and is consequently in focus. Using this approach enables
building wide-FoV displays but always requires wearing contact lenses. Maimone et al. extended
this idea of using unfocused light but removed the requirement of wearing contact lenses [119]. In
their approach, pinlight displays, the authors proposed using a see-through point light array and
a transmissive SLM (here, a transparent LCD panel) placed directly in front of the eye.

The point light array is placed in the optical path of the eye but closer than the typical accom-
modation range. As such, each point light is defocused (a pinlight). The light emitted by the point
light array is modulated by a single transmissive SLM placed between the pinlights and the eye.
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Fig. 17. Example of foveation of a pixel grid inspired by Guenter et al. [49]. (a) Grid foveated around a point
with the highest detail/acuity in red, reduced in green and low acuity in blue. (b) Central “fovea” area with the
highest level of detail in red, reducing as eccentricity increases in green and low detail in the blue periphery.

As the point lights emit light not only in a single direction but over a wide angle so each is visible
to the eye, in this configuration, the SLM acts as a virtual aperture that controls the emitted light.

The advantage of this approach is that it allows building wide-FoV displays that do not require
normal optical combiners to guide an image to the eye (e.g., free-form optics or waveguides). In-
stead, the authors demonstrated that the point light array can be built from a flat acrylic sheet
with small divots. While the acrylic plate acts as a waveguide, it is only used to illuminate the
SLM where the actual image is created. Consequently, optical inaccuracies that occur when using
a waveguide to guide full images, as more traditional approaches do, are less of a problem. As the
SLM is also flat, the authors demonstrated that their pinlight displays could be used for a wid-FoVe
display while maintaining a small form factor.

Benko et al. presented a completely different approach [10]. Their work took up an idea previ-
ously presented for normal displays where the screen size was extended with projectors. Instead
of having normal displays, however, a wide FoV was achieved using projector-based spatial AR to
generate the peripheral vision and the OST-HMD for focus areas. They needed a spatial AR system
and ideally precise tracking for the pixel blending of focus and peripheral vision [139].

Maimone et al. employed a polarisation-based optical folding technique and demonstrated a
thin VR-HMD [120]. Their prototype achieved less than 9 mm thickness with 90◦ horizontal FoV.
Lee et al. proposed a similar approach yet combined polarisation selective diffuser, enabling an
OST-HMD prototype with 80◦ diagonal FoV [110].

6.5 Resolution

The resolution of the human eye provides a significant challenge for any display, especially near-
eye displays, such as OST-HMDs. To create an image that has perceptually the same resolution as
the physical world, we must accommodate 60 cpd across an FoV greater than 190◦ × 120◦, requiring
a resolution of 22,800 × 14,400 and 328.3 megapixels to be processed in real time and displayed to
the user, as detailed in Section 3.1.

Compared to most research prototypes, which display at most 1,920 × 1,080/1,200 pixels [58, 65],
and the commercial Hololens 2, which claims a 2k resolution, these only require up to 3.7 megapix-
els (assuming 2,560 × 1,440), which is 0.01% of the postulated value. The actual cpd produced by a
display of a given resolution varies, as it is re-projected onto various FoVs.

While display resolutions are slowly improving, even for near-eye displays, the problem of pro-
cessing the required information is still pressing. To overcome this, several techniques to reduce
the resolution can be utilised [158]. As previously mentioned, resolution is not uniform across the
visual field at any one time. Therefore, to match the resolution of the human eye, a high resolution
is only required for the fovea, while the periphery can be presented at a much lower resolution.
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This is the basic idea of foveated rendering to improve the computational time and bandwidth
while still creating high resolution in areas where it is needed.

The general idea of foveated rendering is not new and has applications in general computer
graphics (Figure 17), where it has been covered in detail [49], and in HMDs [138]. Early work by
Howlett et al. and Rolland et al. first explored this idea for near-eye displays [56, 152], but they
were limited to VST-HMDs and HMDs in general, while more recent research with OST-HMDs
has seen work by J. Lee et al., S. Lee et al., Kim et al., and Askit et al. [4, 76, 108–110].

Howlet et al. and Rolland et al. both used two displays to achieve this effect [56, 152] by pro-
jecting a smaller, high-resolution inset onto the low-resolution background image. Where Rolland
et al. detailed an enclosed HMD using a microlens array, Howlet et al. detailed a VST-HMD system
using two scene cameras. Rolland et al. designed a microlens array system able to project a small,
high-resolution inset onto a lower-resolution background image, with the location of the inset
determined by eye tracking. The projection of the inset was achieved via a beam splitter placed
between the user’s eye and the lower-resolution display, redirecting light from the microlens ar-
ray towards the viewer [152]. Howlett et al. used two real-world, wide-angle cameras to capture
the lower-resolution scene, while some light passing through the camera lens was redirected to
a higher-resolution camera via a beam splitter. The video signals from both cameras were then
displayed on two different displays, with the high-resolution image being projected through the
Large Expanse Extra Perspective (LEEP) display using the wide-angle image [56]. The system
proposed by Rolland et al. was not an OST-HMD, but replacing the primary display with an OST-
HMD and integrating the microlens array at right angles, as described, could theoretically create
a foveated OST-HMD.

Lee et al. proposed an algorithm to enable foveation for multilayer displays [109]. The algorithm
emulated foveated rendering without the need for eye tracking by optimising layers such that high
contrast was maintained when the eye was rotated to view an area of the display—however, this
came at the cost of peripheral contrast.

Lee et al. and Kim et al. both used holographic optical elements in their work [76, 108]. Like
Howlett et al. and Rolland et al. integrating two displays into their systems [56, 152], Lee et al. [108]
used a retinal-scanning display based on the Maxwellian view to provide a lower-resolution, wide-
FoV image at a lower computational cost than the smaller holographic display for a high-resolution
fovea display. The choice of a Maxwellian view and a holographic display enabled foveated render-
ing while avoiding the accommodation–convergence conflict. Kim et al. [76] used the holographic
element to produce a virtual retinal display in the periphery, however, and used a more traditional
beam splitter and OLED to deliver a high-resolution inset for the fovea. The display position is
adjusted based on real-time gaze data by a linear stage.

Lee et al. reported a peripheral FoV of 22.6◦ and a foveal FoV of 1.02◦ without reporting the
peripheral or foveal cpd [109]. Kim et al. reported a peripheral FoV estimate of 101.4◦ and a foveal
FoV of 33◦ to 16◦ depending on the prototype with a peripheral cpd of 3 and a foveal cpd of 29–59
depending on the prototype, respectively [76].

Akşit et al. worked differently to produce optical elements that created foveation via hardware
with mechanically movable lenses [4]. They detailed a manufacturing process for producing cus-
tom near-eye displays, including printing optics, and they described the use of a foveated lens that
distributed pixels non-uniformly to the viewer and could be adjusted to move the area of foveation.

In keeping with the modern growth of foveated display research, Spjut et al. [158] have looked
to provide a classification for foveated displays, offering a definition of the term foveated display

and providing a simplified model of the human visual acuity with which foveated displays can be
evaluated. The given classification looks at resolution (A–D) and gaze (1–4) to classify displays.
They would classify Kim et al.’s prototype [76], for example, as a 2B.
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As we can see, while the resolution problem has been considered for near-eye displays, only
recently has research started to deal with the need for high resolutions and the problems they
introduce. The proposed solution is foveated displays. Of modern work on foveated displays, the
only one to bring this concept beyond a bench prototype has been Kim et al., whose work included
a wearable prototype. However, it was untested by users [76]. Their work also demonstrated that
one of their prototypes could achieve 98% of the resolution of the human eye at the fovea. These
works show the potential of foveated rendering and the interest in the field, although it is clearly
novel work.

7 DISCUSSION AND CONCLUSION

When looking into reviews and reports of OST-HMDs, we often see comments that the FoV is
the main technical factor preventing visually coherent presentations and mass adoption in profes-
sional contexts. This work highlights the challenges of spatial, temporal, and visual realism and
highlights that besides limited FoV, several other factors contribute to a convincing augmentation
of the physical environment. We also show that research addresses these factors differently.

While a large body of work exists to solve accommodation issues, only a few have addressed la-
tency, colour representation, or resolution issues. Furthermore, many of the presented techniques
have only been explored in large benchtop prototypes; the required miniaturisation remains chal-
lenging. Similarly, most of the techniques focus only on one aspect, and integration with other
requirements is not addressed and is sometimes impossible.

To that end, we highlight recent works that have combined and advanced several aspects, such
as the work by Kim et al. [76] addressing the issue of high resolution while also supporting accom-
modation. They even showed possible miniaturisation into a wearable prototype. More work like
this is needed, but the technical skills and equipment required are significant; not many research
labs combine 3D printing and prototyping skills, optical expertise (lens design and optical coating)
and equipment (laser projectors, linear stages, optical components and displays), knowledge in
electronics, programming skills, and a background in visual computing (computer graphics, com-
puter vision and human-computer interaction).

Research opportunities. Several research directions arise from the current work. Spatial calibra-
tion is essential to achieve some results demonstrated in the research, but a usable calibration
supporting a continuous (re)calibration is still challenging. A human-centred research approach
is necessary to really understand how a spatial calibration can be achieved by non-technical users
and what kind of continuous calibration techniques are acceptable. Eye tracking seems key to
achieving this goal.

Furthermore, it remains unclear if pixel precision can be achieved in unprepared environments,
even with the most accurate tracking techniques and careful spatial calibration. However, if one
had an image of the environment exactly as seen by the user, then one could perform image-based
corrections [30, 85] that could achieve pixel precision. Recent papers on vision augmentation using
OST-HMDs followed this idea by approximating the user’s view with calibrated cameras in the
optical path of the user [53, 103] to establish a per-pixel mapping from camera pixels to display
pixels. This would theoretically allow pixel-precise calibration and spatial calibration.

Temporal realism and particularly latency are rarely addressed in AR research, even though
we know about the need for low latency from VR. Perhaps people think that reducing latency is
a low-reward, purely engineering task. We argue against that notion. Approaches like foveated
rendering obviously might reduce rendering load and latency, particularly for higher resolutions.
However, to overcome display latency as well, novel approaches are needed that re-consider how
we send and display images while considering, of course, the final form factor of the OST-HMD,
something current research struggles with (e.g., Reference [112]).
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The inability to fully control the light within an OST-HMD seems a core issue that prevents
visual realism. Some existing approaches do not control environmental light and only adapt the
displayed image based on the measured incoming light (e.g., approaches focused on colour blend-
ing and display colour reproduction). Other approaches do not control the displayed light but only
the incoming environmental light (e.g., approaches to handling occlusions). Approaches that do
both and offer full control over the light within an OST-HMD are missing. Recent work by Itoh
et al. [65] explored a light-attenuation display that filtered incoming environmental light on a per-
pixel level. If this could be integrated with a normal display adding light on a per-pixel level, then it
would come close to that vision of controlling (filtering or adding) light on a per-pixel level, poten-
tially increasing visual realism. This is not considering that stray light and unwanted reflections
can still be problematic but require different solutions.

Finally, an enormous remaining research challenge is to consider approaches that satisfy all
requirements raised in this article. Now that we know that we can address individual issues, future
research should accept the challenge that practical solutions would address all of them, which is
often hard if not impossible.

Turning research into commercial products. In this article, we focused on results reported in pub-
lished research. However, in particular, when aiming for commercial products, other factors come
into play that are often ignored by research, including human factors such as weight, ergonomics,
and general design. Many of these require the miniaturisation of research prototypes. While elec-
tronics often can easily be miniaturised, this is often not true for optical elements. In fact, miniatur-
ising optical elements often changes optical parameters and significantly undermines achievable
quality (e.g., possible FoV, eye box size, light efficiency, and the general quality of optical compo-
nents). Thus, aiming for a form factor closely resembling sunglasses usually prohibits a large FoV.
These challenges are obvious in research that tried to produce miniaturised prototypes [110, 120].
They are often not used to create the visual results presented in the final papers and lag behind in
functionality. It is important to understand that this cannot be easily solved, even if money is no
object.

Another practical issue is the spatial calibration of OST-HMDs [47]. Calibrating an OST-HMD
specifically for individual users, as often applied in research, is usually not possible in commercial
solutions apart from manually adjusting the IPD. The integration of eye-tracking cameras in some
recent commercial OST-HMDs offers some potential for continuous calibration but seems to be of
low priority. Cameras are nowadays often calibrated within the factory. This is theoretically also
possible for the displays used in OST-HMDs, but many of the effects in displays are highly view-
dependent (e.g., distortions). Knowing the exact eye position would allow at least compensating
for some of these geometric effects, as outlined in the research. Still, it is important to realise that
the careful, time-intensive calibration to individuals that we often see in research is not easily
applicable to commercial products. Likewise, commercial products must satisfy higher standards
of eye safety and ergonomics, particularly those that could also cause additional strain to the eye
(e.g., eye relief, divergence, and binocular overlap) while also considering individual differences in
human anatomy and perception.

Limitations. Despite our best intentions, this work has limitations. Foremost, it is not a system-
atic review, as the general breadth of the topic spanning many research communities (e.g., optics,
computer graphics, virtual and augmented reality, computer vision) and the different terminolo-
gies used synonymously make a systematic approach difficult. As an example, OST-HMDs are
sometimes referred to as HMDs, near-eye displays, see-through HMDs, AR or MR eyeglasses, and
digital eyewear, just to name a few. However, the authors are well established within the field and
conducted extensive searches to identify the works highlighted in this article. Furthermore, this
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article does not attempt to give priorities, such as a wider FoV being more important than a higher
resolution. We believe this really depends on the specific aims and use cases. As is common for
most of these kinds of papers, we could not test or verify all the prototypes in this article, and
all reported data are from the original papers. Finally, we are aware of several commercial proto-
types and patent applications but intentionally focused on the academic literature. When including
patents, we often speculated or touched on non-disclosure agreements. However, it is still worth
mentioning Karl Guttag’s blog,2 which is a good source of information on displays.
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